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Layman’s Summary

Nuclear fusion, the joining of two atomic nuclei, may present the solution to

the global energy crisis. The most promising fusion reactor design, the tokamak,

induces fusion in an ionized gas (plasma) by heating it to temperatures far beyond

those of the Sun. At these temperatures, the plasma has enough energy to melt

any material, so it must be contained in another way: using electromagnetic (EM)

fields. Since the plasma is comprised of charged particles, EM fields can be used to

shape the plasma such that the hottest portion is at the centre and cooler towards

the edges, allowing the containment vessel to remain intact. However, the plasma

also generates its own fields, so maintaining the stability of this confinement is a

challenge.

The initial heating can be accomplished in a variety of ways, adding power

from di↵erent sources at di↵erent times. The precise details of the heating method

can have far-reaching consequences for the duration of the plasma’s confinement,

so determining the best heating methods is an important step towards fusion. In

this thesis, a computer model of the world’s largest tokamak, the Joint European

Torus, is built in a fast plasma simulation code known as RAPTOR. This model is

then used as the basis for numerical optimization, a technique whereby a computer

seeks out the minimum of some mathematical function. By designing a function

that is minimized for various desirable plasma conditions, and which accepts the

heating mechanisms as input, numerical optimization is used to find new ways to

heat the plasma, resulting in better conditions for fusion. Significant improvement

in the criteria examined was obtained using such an optimization technique. In the

future, optimization methods may replace the current practice of simply manually

selecting the heating methods based on the operator’s experience.
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Abstract

During the initial phase of a tokamak discharge, the current ramp-up phase, var-

ious heating systems (called actuators in the following) are used to heat the plasma

and shape its profiles. The precise time evolution of these actuators – the actuator

trajectories – during the ramp-up can have e↵ects lasting long into the discharge.

In this thesis, a systematic exploration of these actuator trajectories is carried out

for the Joint European Torus (JET). A model of JET is first constructed using the

recently developed RAPTOR (RApid Plasma Transport simulatOR) code, incor-

porating JET’s primary heating actuators: ohmic heating via the plasma current,

and neutral beam injection. Simulations produced by this model are found to be

in good agreement with results of the more complete CRONOS suite of codes in

both L-mode and H-mode.

The model is then used as the basis for a numerical optimization technique. A

cost function to be minimized is designed to take as input the relevant actuator

trajectories and to evaluate the plasma at the end of the simulation. Cost function

terms are defined to be minimized for desirable properties, like stationarity, good

confinement, and low ohmic flux consumption. Minimizing this function via numer-

ical optimization thus amounts to seeking out trajectories which produce the best

plasma as determined by the terms in the cost function. Compared to standard

JET trajectories, significant improvement is observed using the optimized trajec-

tories, even for competing goals such as stationarity and confinement. The success

of the optimization warrants further investigation using more in-depth simulation

software, and suggests that this kind of technique may be useful in replacing the

current practice of selecting actuator trajectories based on operators’ knowledge

and experience.

Keywords: tokamak, Joint European Torus, JET, plasma simulation, heating,

actuator, RAPTOR, ramp-up, neutral beam injection, optimization.
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1 Introduction

Nuclear fission, the splitting of a heavy atom, releases vast quantities of energy.

This process was famously weaponized during World War II, but before long a

peaceful application emerged: within only 10 years, the first nuclear power station

was operating in the USSR. In present times, concerns about safety and waste

management are turning public opinion against fission power. At the same time,

fossil fuel supplies are being depleted at an ever-quickening rate, and global energy

usage continues to rise. Clearly, another option is necessary.

Nuclear fusion, the opposite of fission, is the joining of two lighter nuclei to form

a heavier element. Like fission, fusion is highly exothermic for the right reactants,

making it an enticing option for power generation. Unlike fission, however, these

‘right reactants’ for fusion are light nuclei. Since lighter elements are much more

abundant than their heavier counterparts, fusion presents a long-term solution to

the energy problem. The most commonly proposed reaction to fuel a power plant is

the fusion of two isotopes of hydrogen, deuterium (

2
1D) and tritium (

3
1T), producing

helium and a neutron. Deuterium is easily extracted from seawater, so its supply

is almost limitless. Tritium, on the other hand, does not occur naturally on Earth.

Luckily, tritium can easily be bred from lithium (which is common) by bombarding

it with neutrons, which are produced in the D-T reaction. So a well-designed fusion

reactor has the capacity to breed its own fuel.

1.1 The Tokamak

There are currently two main classes of fusion reactor designs: inertial confinement

and magnetic confinement. Inertial confinement devices subject a small pellet of

fuel to immense temperatures and pressures to induce fusion. Magnetic confine-

ment devices use magnetic fields to trap an ionized gas, known as a plasma, as

it is heated to su�cient temperatures for fusion, which are typically on the order

of 100 million Kelvin. The most promising magnetic confinement reactor design

is known as a tokamak. Tokamaks confine plasma inside a toroidal (doughnut-

shaped) chamber. Most of the magnetic field is applied externally, but some (about

10%) is generated by electrical currents flowing through the conductive plasma.

1



2 Chapter 1. Introduction

Tokamaks operate in relatively short bursts called discharges or shots (see

Sec. 2.2). Each shot is comprised of three phases: ramp-up, flattop, and ramp-

down. Ramp-up includes the initial heating of the plasma. During this time, the

plasma current is also ramped up to its set value (typically a few MA), hence

the name. During the flattop phase, the plasma is held as close to a steady state

as possible to maintain the conditions necessary for fusion. The plasma is then

allowed to cool and the current is decreased in the ramp-down phase. This paper

will primarily be concerned with the ramp-up.

As fusion research developed, plasma physicists began to encounter more and

more instabilities. An instability is a susceptibility of a plasma to a sudden, often

undesirable change in state. Controlling these instabilities is now a major com-

ponent of fusion research worldwide. This puts fusion at the crossroads between

plasma physics and control engineering, bringing together researchers from various

disciplines for large-scale experiments.

Current plasma physics research is primarily aimed towards preparing for ITER,

a massive tokamak currently under construction in France. ITER is a joint project

between the EU, Japan, Russia, China, USA, India, and Korea, with the EU and

Japan being the main investors. It is planned to be the first tokamak to achieve a

net energy gain (more energy produced by fusion than input into the machine), with

expected gains of up to ten times the input (Shimada et al., 2007). Until ITER’s

completion, however, the largest tokamak in the world is the Joint European Torus

(JET), located near Culham, England and completed in 1983. JET consumes the

equivalent of 1-2% of the UK’s total power usage when in operation and has an

annual budget of £60 million (EFDA, 2014a).

1.2 This Thesis

As with most tokamaks, JET is controlled by experienced operators whose role

includes deciding the manner in which to heat the plasma during ramp-up. Toka-

maks may employ a variety of heating mechanisms, known hereafter as actuators.

The time evolution of an actuator, for example the amount of power it deposits

into the plasma through time, is known as that actuator’s trajectory. Currently,

the operators who choose these trajectories do so based on their own experience.

A more systematic approach would be desirable, but the high cost of experiment-

ing with a wide variety of trajectories during ramp-up makes a large scale study

unlikely. Plasma modelling and optimization o↵ers an alternative.

Numerical optimization typically entails the minimizing of a function, referred

to as the cost function. In very general terms, a chosen starting point is perturbed

in some way. The new point is evaluated in terms of the cost function, and if
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the outcome is more favourable, the optimization will continue moving in that

direction, seeking the minimum of the function. It is possible to design a cost

function that seeks out states of a plasma that are more favourable for fusion and

stability (see Chap. 4).

In this thesis, a model is constructed of JET and benchmarked against data

from existing shots. This model is then used in a numerical optimization of the

actuator trajectories during ramp-up. The resulting plasma states are evaluated

by cost functions that emphasize di↵erent and often competing qualities, such as

temperature and plasma stability. The new, optimized trajectories may serve as a

starting point for both more refined optimizations and experimental validation.



2 Background Theory

In this chapter some important background theory will be outlined, drawing heavily

from Freidberg (2007) and Felici (2011). This is not intended to be extremely in-

depth; rather, only the basic concepts required for this paper will be discussed,

and some results will be presented without derivation. This chapter will also serve

as an overview of relevant literature to the topic. First, the tokamak geometry will

be described. Then important quantities and profiles will be outlined, followed by

a discussion of particle transport and stability in plasmas. The relevant actuators

will be described, as will the techniques of plasma simulation. Finally a brief

overview will be given of the optimization technique to be employed in this paper.

2.1 Tokamak Geometry and Flux Surfaces

The tokamak is toroidal, parameterized by the quantities in Fig. 2.1a. A cylindrical

coordinate system (R,�, z) is typically employed to describe 3D quantities relating

the tokamak, with

ˆ

� in the toroidal direction. However, this is often not necessary

due to its axisymmetry.

A tokamak confines charged particles using magnetic fields. The primary com-

ponent of the magnetic field is in the toroidal direction, produced by current-

carrying coils wound around the outside of the torus (see Fig. 2.2). This compo-

nent directs the path of the particles around the torus. A second, smaller field

component is in the poloidal direction (see Fig. 2.1a), and is generated by toroidal

current flowing through the plasma. This field confines the particles radially, bal-

ancing the plasma pressure. Such a combination of fields leads to field lines which

wind helically around the torus as in Fig. 2.2. This field is axisymmetric, so it is

su�cient to represent it in 2 dimensions (R and z).

The poloidal flux,  (R, z), is defined as the magnetic flux through a circular

surface S orthogonal to and centred on ẑ, of radius R, and at height z:

 (

˜

R, z̃) = �
Z

S

B · dA , S : R  ˜

R , z = z̃ (2.1)

4
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Some of the terms used in this report and more generally in the magnetic fusion 
literature are defined in the Figures and text below. A more detailed explanation 
of many of the terms can be found in the book Tokamaks by John Wesson, 
Clarendon Press, Oxford, 3rd edition, 2003. 
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Figure 11.1: Definitions of terms used to describe the geometry of a tokamak plasma 
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Figure 11.2: Schematic of a Fusion Power Plant including the production of neutrons (n) and 
helium (He) by deuterium-tritium fusion reactions in the plasma, and the generation of tritium from 
reactions between neutrons and lithium (Li) in the blanket. The fusion reaction used in the first 
fusion power stations will almost certainly be D + T o n + D + 17.6 MeV, because this requires the 
lowest temperature 

11.1 
11 Glossary 

(a) Geometrical parameters and coordinate
system displayed on a cross section of a toka-
mak (EURATOM & CCFE, 2013, Ch. 11).

�

R

Z

(b) A typical flux surface configu-
ration at the TCV tokamak (Felici
& Sauter, 2012).

Figure 2.1: The axisymmetry of tokamaks can be exploited to reduce the
dimensionality of many quantities and equations to 2D. Flux surface averag-
ing can further reduce to 1D.

Figure 2.2: Coils carrying time-varying currents (grey bars) induce fields
in the plasma (pink torus). A central solenoid (P1) induces a plasma current
around the torus. Other coils (P2-P4) are used to shape the plasma. Coils
wound around the torus (unlabelled) produce a toroidal magnetic field, con-
fining the plasma. A sample helical magnetic field line with q = 3 is shown
in deep purple (see Sec. 2.2). Image by EFDA (2014b).



6 Chapter 2. Background Theory

with dA in the +ẑ direction. Surfaces of equal  are known as flux surfaces

and, in the tokamak field configuration, are typically a series of concentric ‘tubes’

extending around the torus as per the cross section in Fig. 2.1b. Note that by

axisymmetry and no magnetic monopoles, r ·B = 0, meaning all magnetic field

lines must lie on these flux surfaces.

The volume enclosed by a flux surface is given by

V =

Z
dV =

Z
Rd�

d 

|r |d`p =
Z

d 

I
d`p

Bp
(2.2)

where `p is an infinitesimal length along a flux surface in the poloidal plane and

Bp is the magnetic field strength in the poloidal direction (Felici, 2011).

The toroidal flux � is defined through a surface R bounded by a poloidal flux

cross-sectional ‘ring’

�(

˜

 ) =

Z

R

B · dA , R :  (R, z)  ˜

 (2.3)

with dA now in the toroidal (+

ˆ

�) direction. The toroidal flux can be used to define

an e↵ective minor radius, ⇢:

⇢ =

r
�

⇡B0
(2.4)

where B0 is the toroidal flux at the centre of the flux surfaces, � = 0. This

e↵ective minor radius reaches its maximum value at the edge of the plasma. For

convenience, profiles in this thesis are plotted with ⇢ normalized to 1 at the plasma

edge.

Many of the important quantities in a tokamak are constant on flux surfaces,

including temperature and plasma pressure (Felici, 2011). Is is thus common to

represent these quantities as one dimensional spatial profiles in ⇢. Profiles fluctuate

in time, so it is sometimes convenient to reduce them to time traces by averaging

or integrating. However, some quantities are of course not constant along a flux

surface. To represent these quantities as 1D ⇢ profiles, they are averaged around

the flux surface. For some quantity x(R, z), the flux surface averaged value is given

by

hxi = @

@V

Z
xdV (2.5)
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2.2 Important Quantities and Profiles

The total electrical current flowing through a plasma, the plasma current Ip, is

induced by a vertical solenoid through the middle of the torus (P1 in Fig. 2.2).

This solenoid must carry a time-varying current to maintain the change in flux

though the torus needed to induce the plasma current. The total change in this

flux is known as the (ohmic) flux consumption. It can be approximated by

� OH(t) =

Z t

t0

VOH(˜t)d˜t (2.6)

where VOH(t) is the induced voltage in the plasma by the solenoid and t0 is some

reference time. The current in the solenoid must constantly increase to maintain

the current in the plasma. As there is a maximum to the current running in the

central coil, the plasma current can only maintained for a limited time. So after

some time the plasma current must be ramped back down to zero, and the coils

must cool and recharge. This is why current tokamaks must operate in shots.

Perhaps the most important profile for this project is the electron temperature,

Te. Temperatures in plasma physics are typically reported in terms of the energy

(eV or keV) of the particles in question. To convert to Kelvin, one must simply

make use of the Boltzmann constant in appropriate units:

T [K] =

T [eV]

kb [eV/K]

⇡ 11 605 K/eV ⇥ T [eV] (2.7)

The density of plasma species ↵ (electrons, D

+
, etc.) is reported as a number

density n↵, i.e. number of particles per cubic meter. The pressure of this species

is defined to be

p↵ = n↵T↵ (2.8)

Another important profile is the safety factor q and its inverse, ◆ ⌘ 1/q. The

safety factor is a measure of how tightly wound the helical magnetic field is around

the torus. It is given by

1

◆ =

1

q

=

@�

@ 

=

n

m

(2.9)

where m is the number of toroidal turns and n the number of poloidal turns

made before a magnetic field line joins back to itself. A q = 3 line is displayed in

Fig. 2.2. The safety factor is so-called because of its relation to plasma stability.

In this thesis, the main concern will be that for q < 1, new instabilities arise (see

Sec. 2.4). Small fluctuations in the q < 1 region may be quite important, but are

1Note that in other conventions, the notation ◆ = 2⇡/q and ◆̄ = ◆/2⇡ = 1/q is often seen. This
thesis will solely use the definition in Eq. (2.9).
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not obvious in q profiles. However, ◆ is much more sensitive to these small values

of q, which is why this quantity is also used in this work.

A related quantity is the magnetic shear s. Shear describes the degree to

which magnetic field lines change their orientation from one flux surface to the next.

Intuitively, a flat q profile would imply a similar magnetic field line configuration

on each flux surface, so shear will be related to @q/@⇢. Indeed, it is defined by

Felici (2011) as follows:

s =

⇢

q

@q

@⇢

(2.10)

Other common profiles include power densities for various sources and sinks,

current density in the plasma, and Upl, the electric potential di↵erence around the

toroidal direction. This is also known as the plasma loop voltage, and given by

Upl =
@ 

@t

(2.11)

It can be shown that when @Upl/@⇢ = 0, the current distribution in the plasma

stops evolving in time (Felici, 2011). The plasma is then said to be in a stationary

state.

The relative error in a profile P (⇢, t) with respect to some reference profile

Pr(⇢, t) is, in general, a function of time. In this paper, this value will be reported

as a percentage and given by

✏P (t) =

vuuut

P
⇢
[P (⇢, t)� Pr(⇢, t)]

2

P
⇢
Pr(⇢, t)

2
(2.12)

2.3 Transport and Confinement

Transport refers to the spatial motion of some quantity through the plasma. This

may refer to the particles themselves, as well as the di↵usion of heat or current. For

this thesis, the most important process is heat di↵usion. The di↵usion is defined

separately for each species in the plasma, including electrons, deuterium or tritium

ions, or impurities which may be present in the plasma. If one would assume that

the heat flux of species ↵ is only driven by its own temperature gradient, and

assuming a slab geometry, then the heat flux would be given by a simple equation

qa = �narTa (2.13)

However, plasma transport theory predicts that the heat flux may also be driven by

density gradients, temperature gradients of other species, and by the electric field.
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Moreover, the tokamak geometry necessitates a geometrical correction factor. The

full expression for the heat flux of species from Felici (2011) is

q↵ = �@V
@⇢

G1T↵n↵

"
X

�2species

✓
�

↵
n�

1

n�

@n�

@⇢

+ �

↵
T�

1

T�

@T�

@⇢

◆
+ �E

E||

Bp

#
(2.14)

where n↵ is the number density of ↵, E|| the electric field component parallel to the

magnetic field, �

↵
x represents the heat flux of ↵ due to the gradient of the profile

x, �E the flux due to E||, and

G1 ⌘ h(r⇢)2i (2.15)

Determining the coe�cients � is very challenging, since they may depend on

⇢, other profiles, and each other. A variety of theoretical and empirical models

for them have been proposed. This thesis will use the semi-empirical Bohm/gyro-

Bohm model proposed by Erba et al. (1998) under a number of assumptions. First,

heat flux of impurities will be ignored, since these constitute a small portion of the

plasma. Furthermore, heat flux of the ions is unnecessary to calculate, since the

ion temperature profile will be assumed to be a scaling of the electron temperature

profile (see Sec. 3.1). Finally, it will be assumed that the only significant source of

electron heat transport will be due to the temperature profile gradient; all other

coe�cients will be set to 0. It thus remains only to determine �

e
Te
, hereafter referred

to as �e for simplicity.

The Bohm/gyro-Bohm model assumes that �e is influenced by e↵ects at two

di↵erent length scales: the minor radius a of the plasma (Bohm transport), and

the normalized gyroradius ⇢

⇤
= ⇢L/a (where ⇢L is the gyroradius) of the plasma

ions in the magnetic field (gyro-Bohm transport). The model is presented here

without derivation, but Erba et al. (1998) derived the model using dimensional

analysis and expected scaling relations. In SI units, Bohm transport is described

by

�e,b =
Te

eBt

1

Lpe

q

2
(2.16)

where e is the elementary charge, Bt the magnetic field in the toroidal direction

and Lpe the normalized pressure scale length, defined by:

Lx =

x

a|rx| (2.17)

Here a is the plasma minor radius (see Fig. 2.1a).

Gyro-Bohm transport, on the other hand, is related to the ion gyroradius (Erba
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et al., 1998):

�e,gb =
Te

eBt

1

LTe

⇢

⇤
i (2.18)

⇢

⇤
i =

p
miTe

eaBt
(2.19)

Here mi is the mass of the ion species in question. Note that the a dependence in

LTe and ⇢

⇤
i cancel out, leaving �e,gb independent of this length scale as desired.

Having determined the dependence on the di↵erent length scales, the electron

heat transport is simply a linear combination of the two terms:

�e = ae,b�e,b + ae,gb�e,gb (2.20)

The coe�cients have been determined empirically on a set of JET discharges. Their

values for this project are discussed in Sec. 3.1.

Heat flows within the plasma, but it may also escape the plasma via thermal

interaction with the walls of the containment vessel. The total amount of energy

contained in the plasma is determined by applying the equipartition theorem to

every particle in the plasma and integrating over the entire plasma volume:

W =

3

2

hnnetT iV =

3

2

hpiV (2.21)

Here nnet is the total number density of the plasma. The degree to which energy is

confined within a plasma is characterized by the confinement time, ⌧E. Wesson

(2004) defines this time by the simple relation

PL =

W

⌧E
(2.22)

where PL is the power lost by the plasma. If a plasma is held at a fixed energy

using external heating sources (see Sec. 2.5) delivering a known power PH to the

plasma, then PH = PL, and ⌧E = W/PH . This allows for the measurement of ⌧E.

Measurements of the confinement time led to a surprising discovery in 1982:

H-mode. In a review of H-mode studies in the 25 years following his discovery of

the phenomenon, Wagner (2007) describes the primary feature of H-mode as an

increase in confinement time by a factor of approximately 2. The term H-mode

stands for ‘High Confinement Mode’, in contrast to L-mode (Low Confinement

Mode), to indicate this di↵erence. The physics governing H-mode and its causes

are not well understood, but providing auxiliary power beyond a certain threshold

has been observed to produce a sudden (discontinuous) increase in ⌧E in what is

known as the L-H transition.

The most important e↵ects of entering H-mode for this project are the devel-
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opment of steep gradients in the density and pressure profiles (and thus also in

the plasma pressure) at the plasma edge. These gradients are brought about by a

sharp reduction in �e in this region, known as an edge transport barrier. It is often

convenient to describe this behaviour in terms of a pedestal of a certain height

and width and as displayed in Fig. 2.3.
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Figure 2.3: Steep gradients caused by an edge transport barrier near the
plasma edge are an important e↵ect of H-mode operation. Similar e↵ects are
observed in both the density and temperature profiles. Image adapted from
FuseNet (2011). Features have been exaggerated for illustrative purposes.

2.4 MHD and Stability

Magnetohydrodynamics (MHD) is the theory of electrically conductive fluids.

It combines Maxwell’s laws of electrodynamics with fluid dynamics to create a

theoretical description of such a fluid. Since plasmas are fluids of charged parti-

cles, MHD is important to the study of plasma physics. MHD is mathematically

complex, often requiring numerical approximations to solutions. Additionally, the

details of MHD are not important to this project, only certain results. As such,

MHD will primarily be addressed qualitatively. A more quantitative overview is

given in Freidberg (2007).

The two most important aspects of MHD here are plasma equilibrium and sta-

bility. Equilibrium refers to the balance of the forces involved in confining a

plasma, i.e. keeping the hot core of the plasma away from the chamber walls using

some magnetic field configuration. This involves balancing the toroidal plasma’s

tendency to expand along its minor radius like a hot gas (see Fig. 2.1a), but also

balancing the expansion along the major radius brought about by the toroidal

geometry. The precise details of the required configuration depend on the geomet-
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rical properties of a given plasma. Equilibrium conditions for a given geometry

may be simulated using software like CHEASE (see Sec. 2.6).

Stability refers to the degree to which a plasma tends to return to equilibrium.

If a small perturbation begins to ‘roll’ away from the equilibrium position in phase

space, this is a type of instability. On the other hand, if the plasma returns to its

position, it is stable. Many instabilities are predicted by MHD, with stability being

determined by factors including pressure, magnetic field strength, and amount of

current flowing through the plasma. Avoiding these MHD instability limits is

important to tokamak operations.

The most important instability for this work is known as the sawtooth in-

stability (plural: sawteeth) or sawtooth crash. Sawteeth are so-called because of

their e↵ect on central profiles, for example temperature: the central temperature

slowly builds up for some time, before suddenly crashing down, at which point

the cycle begins to repeat. Sawteeth are not necessarily detrimental to tokamak

operation, but they can couple to other more serious instabilities such as Edge Lo-

calized Modes and Neoclassical Tearing Modes. More detail on these instabilities

and their coupling to sawteeth is provided by Hender et al. (2007). Sawteeth are

associated with regions in which q < 1, so avoiding this condition is an important

goal of this project. The sawtooth model used for this work is outlined in Sec. 3.1.

2.5 Important Actuators

The term actuatormay refer to any quantity that can be adjusted for the tokamak,

or the device that induces this desired change. The evolution through time of these

quantities is known as an actuator trajectory. In this thesis, two important

actuators will be considered: the plasma current Ip introduced in Sec. 2.2, and

Neutral Beam Injection power.

The importance of the magnetic e↵ects of the plasma current for confinement

have already been discussed. However, driving a current through the plasma also

has another important e↵ect: heating. Like a current through a wire, a current

through the plasma will cause the plasma to heat through its own resistivity (ohmic

heating). Unlike a wire, however, the resistivity ⌘ of a plasma decreases with

increasing temperature: ⌘ / T

� 3
2
(Freidberg, 2007). The total power delivered to

the plasma by ohmic heating is essentially given by applying Ohm’s Law at every

point in space:

P⌦ =

Z
⌘J

2
dr (2.23)

where J = J(r) is the current density in the plasma. Since the resistivity decreases

for higher temperatures, ohmic heating becomes less e↵ective as the plasma heats.
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While this does not place a firm limit on the highest possible temperature, it does

make ohmic heating unattractive as the sole heating source for a fusion reactor,

since extremely large currents would be required.

Neutral Beam Injection (NBI), as the name suggests, entails injecting beams

of high-energy neutral atoms, typically deuterium or tritium, into the plasma.

Since they are neutral, these atoms travel in straight lines until they become ionized

by collisions with the plasma, at which point they are incorporated into the plasma

and their energy is distributed by thermal di↵usion. In this thesis it will be assumed

that the neutral beam power is deposited evenly between the electrons and the ions.

Strictly speaking this is untrue, but Freidberg (2007) points out that for higher

density plasmas, equilibration between the electrons and ions will result in this

being the net e↵ect over long enough time scales.

The depth of neutral beam penetration into the plasma is influenced by both

the plasma density and the energy of the neutral particles. Intuitively, higher

energy beam particles will penetrate further into the plasma. A denser plasma will

result in more frequent collisions with the beam particles, so the beam penetrates

less deeply. The penetration depth of the beam determines whether the beam

energy is primarily deposited near the core of the plasma or closer to the edges.

Note that if the beams are too energetic or the density is too low, the beam will

shine through the plasma and reach the opposite wall, potentially damaging the

containment vessel. Thus, NBI can only be engaged under conditions that will not

allow shine-through.

In this thesis, on-axis and o↵-axis NBI will be considered separately. The axis

in question here is the magnetic axis of the plasma cross section (Fig. 2.1b), where

⇢ = 0. An on-axis beam crosses the magnetic axis; most of its energy is deposited

at the plasma centre. Conversely, an o↵-axis beam is angled to miss the core,

depositing the bulk of its energy closer to the edge of the plasma.

In addition to heating of the plasma, current can be driven using NBI by

directing the beams not perpendicularly across the magnetic axis, but tangentially

along it (see Fig. 2.4). Of course this requires higher energy beams as they must

travel further to reach the plasma core. The degree to which injection is oriented

tangentially vs. perpendicularly determines the amount of current driven.

The precise details of the NBI configuration are not important here, only the

resulting power deposition and current drive profiles. The specific profiles used in

this thesis are discussed in Sec. 3.1.
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15.3 Neutral beam heating 543

Bf

Tangential injection

Perpendicular injection

Figure 15.2 Schematic diagram of a top view of a tokamak showing tangential and perpendicular
injection.

neutralized by an inelastic collision which strips the excess electron from the atom. It is
worth again emphasizing that the neutralization efficiencies are quite different for the two
types of ions. The efficiency of positive ion neutralization decreases with beam energy,
while it remains approximately constant for negative ion neutralization. For either positive
or negative ion sources it is the high-energy neutral that is the particle desired to inject into
the plasma.

The last stage of the device is the magnetic deflector. This stage is necessary because the
output of the neutralizer in general includes both high-energy neutral particles and high-
energy ions which have escaped neutralization. Each typically carries a comparable amount
of power. Because of their charge, the ions, if injected into the plasma, would have their
straight-line orbits strongly altered by the magnetic field, and would most likely deposit
their energy on the neutral beam entrance port, clearly an undesirable situation. To avoid
this difficulty the combined beam passes through an applied magnetic field produced in the
deflector region. Only the charged ions are affected. They are deflected, and their energy is
collected on the beam dump as illustrated.

The remaining neutral particles are then injected into the plasma. Here they are re-ionized
and deposit their energy in the background plasma, interestingly by reverse charge exchange
collisions. Note that if possible it is advantageous to inject neutral beams parallel to the
plasma axis as shown Fig. 15.2, even though this is more complicated geometrically and
requires more beam energy because of the longer path. Perpendicular injection is simpler,
but results in high-energy ionized particles with a large perpendicular velocity component.
Such particles can be rapidly lost by means of neoclassical transport if the toroidal field
ripple is too large. In actual experiments, injection is often at a compromise angle to allow
for the multiple geometric and beam energy constraints that must be satisfied.

This completes the qualitative description of the operation of a neutral beam source. In
summary, high-efficiency positive ion systems have been constructed and operated up to the
100 keV level, and have had great success in heating present day tokamaks to reactor level
temperatures. The 1 MeV sources needed for the larger, higher-density plasmas in a reactor,
however, require more technologically complicated negative ion systems. The development
of negative-ion-driven neutral beam sources remains an important area of fusion technology
research.

Figure 2.4: Top view of a tokamak with NBI. Injecting the beams more
tangentially leads to increasing current drive (Freidberg, 2007, pp. 543).

2.6 Plasma Simulation and Optimization

Due to the high cost and complexity of plasma physics experimentation, compu-

tational models are very valuable in this field. These codes may focus on specific

aspects of a plasma, or try to produce an overall simulation of a shot. They may

also be interdependent, with one code using results from another.

The two main purposes of plasma simulation are interpretation of data and

prediction of experimental results. Interpretation of data involves using those

quantities which can be directly measured to reconstruct the plasma state during

the course of a shot. Prediction, which will be the focus of this thesis, involves

stipulating quantities that can be controlled before or during a shot (e.g. initial

plasma conditions or actuator trajectories) and simulating the resulting plasma.

Profiles such as temperature, density, and safety factor may be simulated by tak-

ing into account di↵erent transport models, heat sources and sinks, and tokamak

geometry.

One example of such a code is the CRONOS suite of codes for integrated

tokamak modelling (Artaud et al., 2010). CRONOS, which has both interpretative

and predictive capabilities, is extensive and provides detailed simulation results. It

simulates both transport and MHD equilibrium over the course of a shot. However,

this depth comes at a high computational cost: simulating a single ramp-up takes

about an afternoon on a standard PC. A less in-depth simulation problem is to

determine the MHD equilibrium for a given configuration. The CHEASE code for

toroidal MHD equilibria (Lütjens et al., 1996) has been in use for some time for

this purpose.

Recently, Felici (2011) introduced a new simulation tool: RAPTOR, the RApid

Plasma Transport simulatOR. Implemented in Matlab2
, RAPTOR seeks to dra-

matically reduce computation time while still capturing the essential physics of a

tokamak shot. It accomplishes this by a combination of simplifying physical as-

2
http://www.mathworks.nl/products/matlab/

http://www.mathworks.nl/products/matlab/
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sumptions and pre-loading the MHD equilibrium. In this way, RAPTOR depends

on the output of an equilibrium simulation by a code like CHEASE, but is so fast

that it is capable of simulating a shot in real-time. In fact, real-time control of

tokamak plasmas was one of the main goals of RAPTOR’s development. RAPTOR

was also implemented with predictive capabilities. Predictive RAPTOR simulates

quantities of interest on the basis of the tokamak geometry, a prescribed MHD

equilibrium, a set of actuator trajectories, and the plasma initial conditions. Some

plasma quantities, notably the density profile, are also prescribed for the duration

of the shot.

RAPTOR’s speed makes it well-suited to applications requiring multiple itera-

tions of a simulation, including numerical optimization. It is possible to design a

function to be minimized, referred to as a cost function, which seeks out certain

plasma properties, for example high temperature. An optimization routine can

then be constructed as follows. First, a set of actuator trajectories serves as the

basis or nominal case for a plasma simulation. The results are used to evaluate

the cost function. Next, the routine makes a (small) change to the set of trajecto-

ries and re-evaluates. The process iterates, subject to certain constraints, until it

becomes impossible to find a lower value of the cost function, at which point the

discovered trajectories are considered to optimize the function. Detailed examples

are presented in Sec. 4.1 and 4.2.

The precise manner in which these steps are taken varies between di↵erent op-

timization algorithms. This thesis will employ the Sequential Quadratic Program-

ming (SQP) algorithm, which permits non-linear constraints. SQP is implemented

in the built-in Matlab function fmincon, so the precise details are unimportant

for this work (but are outlined by Nocedal (2006, Ch. 18)). Each point in time

for a given trajectory is treated as a separate variable (or free parameter) by

fmincon. Since increasing numbers of free parameters make the optimization more

challenging, optimizing the trajectory at all available times for even one actuator

is unfeasible. Instead, a selection of time points (or time knots) are taken as the

free parameters, and the rest of the trajectory is interpolated in some way between

these points, allowing for e.g. a piecewise constant or piecewise linear definition of

the trajectory.

Since RAPTOR was developed so recently, and since other codes are so compu-

tationally intensive, little work has been performed using automated optimization

techniques for actuator trajectory modelling. Notable exceptions include the proof-

of-concept for such optimization in Felici (2011) for the TCV tokamak in Lausanne,

and an optimization of simulated ramp-ups for ITER by Van Dongen (2013).



3 Benchmark

The benchmarking process entails specifying actuator trajectories (and other shot-

specific quantities) which fit a certain shot, and comparing the results to (in-

terpreted) experimental data or to other predictive simulations to determine the

accuracy of the model. Confirmation of the model’s capabilities to reproduce ex-

perimental data is vital before meaningful optimization can take place. The first

section of this chapter will outline the various machine-specific features of JET

that were implemented into RAPTOR.

Next, the benchmarking against two specific shots

1
, one remaining in L-mode

and one entering H-mode, will be presented. This will include reporting the ac-

tuator trajectories and other shot-specific quantities, and evaluating the results to

determine the usefulness of an optimization based on this model. The JET data

used is a combination of measured data and interpretation by CRONOS (Artaud

et al., 2010), but will hereafter simply be referred to as ‘the data’ except where

the distinction is important. Note that the actuator trajectories presented here

will partially be used as the nominal case for the optimization in Chap. 4. In this

chapter, ⇢ will be normalized unless otherwise stated.

3.1 JET Model

The geometrical quantities as per Fig. 2.1a are outlined in Tab. 3.1. Alpha par-

ticle heating is assumed to be negligible, as are power losses due to radiation of

accelerating charges. Electron-ion thermalization is modelled by assuming the ion

temperature is a scaling of the electron temperature, with the scaling factor in-

creasing linearly to 1 at the plasma edge. The central scaling factor may also evolve

in time:

Ti(⇢, t) = cT (⇢, t)Te(⇢, t) , cT (⇢, t) = c0,T (t)(1� ⇢) + ⇢ (3.1)

1The JET data used in this and all following sections was made available by DIFFER.

16
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Quantity Symbol Value

Major Radius R 2.88 m

Minor Radius a 1.25 m

‘Vertical Radius’ b 2.10 m

Elongation  1.68

Triangularity � 0.3

Aspect Ratio A 2.3

Table 3.1: Values of the geometrical quantities in Fig. 2.1a for JET.

For each shot, the edge (⇢ = 1) temperature was held fixed at 50 keV. The initial

temperature profile was assumed to be a gaussian of the form

Te,initial(⇢) = T0,initial exp

✓
�⇢

2

wt

◆
(3.2)

where T0,initial = 0.8 keV and wt = 0.6.

The transport model used was the semi-empirical Bohm/gyro-Bohm model

(see Eq. (2.20)), with coe�cients of ae,b = 8⇥ 10

�5
and ae,gb = 7⇥ 10

�2
. These

coe�cients have been adapted from Erba et al. (1997), with ae,gb having been

increased by a factor of 2 from Erba’s results in keeping with the CRONOS code.

Sawteeth are modelled ‘continuously’ in RAPTOR: thermal di↵usivity is in-

creased (�! c��) and conductivity is decreased (� ! c��) by a factor at each

point in ⇢ based on q at that point:

c�(q) =
c0,�

1 + exp(

q�0.95
w�

)

+ 1 (3.3)

c�(q) =
c0,�

1 + exp(� q�0.95
w�

)

+ 1� c0,� (3.4)

These correction factors give the greatest sawtooth e↵ect at the point where

q is lowest, and have an e↵ective width, w. Sawtooth activity can thus be sim-

ulated without computing the crashes explicitly. Sawteeth were modelled in this

paper with c0,� = 8 and w� = 0.2 for di↵usivity, and c0,� = 1 and w� = 0.03 for

conductivity, resulting in factors which are displayed graphically in Fig. 3.1.

JET’s neutral beam injection systems were modelled as one on-axis and one

o↵-axis injection box. On-axis here implies power deposition concentrated near

⇢ = 0, whereas o↵-axis power is deposited further towards the plasma edge. Each

NBI module was also modelled as driving a fairly weak current. The power and

current drive density profiles used are displayed in Fig. 3.2. On- and o↵-axis

power trajectories could be set independently of each other. The plasma current

trajectory is simply prescribed in RAPTOR.
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Figure 3.1: Eq. (3.3) and (3.4) with the parameter values given in-text.
The most significant sawtooth corrections are at low q, whereas the e↵ects
are negligible for high q, corresponding to the overall e↵ects of sawtooth
crashes.
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Figure 3.2: NBI density profiles for on- and o↵-axis modules. Note that
both the on- and o↵-axis power densities integrate to 1 MW over the entire
torus. This is not the case for the current drive profiles, which are scaled to
match experimental observations.
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3.2 L-Mode
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Figure 3.3: The only actuator trajectory
for the L-mode benchmark. The plasma cur-
rent is steadily ramped up from 0.8 MA to
its maximum of 2.5 MA, which it reaches at
t = 8.0 s.

JET shot 83223 was used for the L-

mode benchmark. The simulation was

run from 1.5 s to 11.9 s after plasma

breakdown (the time at which the gas

becomes ionized). During the period in

which the data was collected for both

this shot and the H-mode shot, there

was an issue with a detector at JET

which made measurement of the ion

temperature impossible. It is for this

reason that Ti was simply taken to be

the rescaling of Te given in Eq. (3.1),

with c0,T = 0.82 for all t. Furthermore,

several profiles were prescribed to per-

fectly correspond to the shot in ques-

tion; these were the electron and ion densities, and the e↵ective charge, which is a

measure of the impurities in a plasma.

The simulation results are displayed in Fig. 3.4. Note that in calculating the

error in Upl, only the data for ⇢ < 0.9 was taken into account due to observed

erratic behaviour near the plasma edge in the CRONOS output. Visual inspection

reveals good agreement between the Te and q profiles, however Upl is observed to

deviate significantly after the end of the ramp-up, with its profile flattening while

the CRONOS profile retains its shape.

A quantitative summary of the simulation error is provided in Tab. 3.2. The

electron temperature and the safety factor have both low average errors which

do not deviate strongly in time, though one unexplained peak in ✏Te does occur

at 2.1 s. However, the plasma loop voltage deviates significantly more from the

CRONOS output, especially after the end of the ramp-up at 8.0 s. The flattening

of the RAPTOR profile is in fact to be expected at the end of the ramp-up, which

is when a more stationary state (and therefore a flat Upl profile) typically develops.

The reason for the CRONOS profile’s retention of its shape is not entirely clear,

but appears to be an error in CRONOS’s handling of sawteeth (G.M.D. Hogeweij,

private communication, March 17, 2014). Since RAPTOR behaves as expected, the

profile is assumed to be fairly accurate, though this cannot be quantified. It is thus

concluded that a meaningful optimization of the Ip trajectory can be performed

on the basis of this model.
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Figure 3.4: Top row: Time evolution of profile error in Te, q, and Upl.
Below: Simulated profiles are displayed after initial transient behaviour
(t = 1.6 s), midway through current ramp-up (5.0 s), at end of ramp-up
(8.0 s) and at end of simulation (11.9 s). Displayed times are indicated by
black bars above.

Profile h✏it (%) Std. Dev. (%)

Te 5.8 5.3

q 3.9 2.7

Upl 9.6 10.5

Table 3.2: Time-averaged profile error and standard deviation of the er-
ror for the profiles in Fig. 3.4. All quantities calculated excluding initial
transients (first 0.1 s of simulation).
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3.3 H-Mode
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Figure 3.5: NBI trajectories for the H-
mode benchmark. The total NBI power is
first stepped to 5 MW at t = 4.0 s and then
to 10 MW at 8.0 s, and finally to 1.75 MW at
11.0 s. The individual on- and o↵-axis tra-
jectories sum to match the JET data. See
Fig. 3.3 for plasma current trajectory.

The H-mode simulation was bench-

marked against JET shot 83224, which

utilized both Ohmic heating and NBI.

Plasma was simulated from 1.5 s to

12.0 s after breakdown. The Ip tra-

jectory was the same as for shot 83223

(see Fig. 3.3), and the NBI trajectories

are given in Fig. 3.5. The proportion

of on- to o↵-axis power was determined

by performing a least-squares fitting of

the two NBI power density profiles in

Fig. 3.2 to the power deposition profile

from the data at each time step. The

transition to H-mode was at 4.0 s, at

the time when NBI power was engaged.

The edge of the pedestal was placed at

0.4 keV and ⇢ = 0.93. Electron-ion

thermalization was modelled with c0,T = 0.80 before the L-H transition at 4.0 s,

and c0,T = 0.97 thereafter (see Eq. (3.1)). As with the previous shot, the electron

and ion density and the e↵ective charge profiles were set to match JET.

Results of the simulation are displayed in Fig. 3.6. Again, only Upl(⇢ < 0.9)

was considered for error calculations due to erratic behaviour in CRONOS. Visual

inspection reveals the central (⇢ = 0) electron temperature to be consistently low,

but the remainder of the profile appears to agree well, including the pedestal. One

large peak in ✏Te is observed at 11.1 s, coinciding with the last large step in NBI

power. Such a peak was also observed in ✏Upl
, but at 4.0 s, again at a large NBI

power step. This merely suggests a slight mismatch between the response times of

CRONOS and RAPTOR to these large steps, not a major deviation from the actual

situation inside JET. A more concerning peak is the rise in ✏Te after t = 11.0 s.

Similarly to Sec. 3.2, RAPTOR’s Upl profile is again observed to flatten further

than that of CRONOS, which is again likely a result of a sawtooth handling issue

in CRONOS.

The simulation error is quantitatively summarized in Tab. 3.3. Overall the er-

rors and spreads are comparable to those of the L-mode shot (Tab. 3.2), despite the

large and sudden changes in NBI power and the operation in H-mode. This lends

additional confidence to the quality of the NBI and H-mode simulation in RAP-

TOR. The increasing error in Te after t = 11.0 s was su�cient cause for concern
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to remove this segment from the optimization, such that optimization results were

only for the most reliable time period. It is thus concluded that optimization of

Ip and both NBI power trajectories may be meaningfully performed for t  11.0 s

using this model.
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Figure 3.6: Top row: Time evolution of profile error in Te, q, and Upl.
Note that one peak in ✏Upl was excluded to ease readability: 59.6 % at 4.0 s.
Below: Simulated profiles are displayed after initial transient behaviour
(t = 1.6 s), after first NBI power step (4.0 s, see Fig. 3.5), after second step
(8.0 s) and at end of simulation (11.9 s). Displayed times are indicated by
black bars above.

Profile h✏it (%) Std. Dev. (%)

Te 4.7 4.8

q 4.0 3.5

Upl 9.1 10.9

Table 3.3: Time-averaged profile error and standard deviation of the er-
ror for the profiles in Fig. 3.4. All quantities calculated excluding initial
transients (first 0.1 s of simulation).



4 Optimization

In this chapter, the RAPTOR models presented in Chap. 3 will be numerically

optimized in search of new actuator trajectories. First, the composition of the cost-

function will be explored, followed by a simple illustrative optimization example.

Next, constraints will be introduced and their e↵ects discussed. Finally, a full

optimization of the JET ramp-up in both H-mode and L-mode will be presented.

4.1 Cost Function

The cost function J is composed of a number of terms which are minimized when

di↵erent criteria are met. These terms have been previously defined by Felici (2011)

and Van Dongen (2013), but most are intuitive enough to be presented without in-

depth explanation. Cost function terms are typically defined by a weighted norm

function given by

||f ||2W ⌘
Z ⇢max

0

[W (⇢)f(⇢)]

2
d⇢ (4.1)

Here f(⇢) describes the penalization for deviation from the desired characteristic,

and W (⇢) is a weight function which may be used to emphasize certain areas in ⇢,

e.g. increasing importance towards the centre. Most often this is not necessary, in

which case W (⇢) = 1. This will be assumed in this chapter unless explicitly stated

otherwise.

The first desirable characteristic is stationarity (where the current-distribution

ceases to evolve in time) at the end of the ramp-up (tf ). A plasma is in a station-

ary state when @Upl/@⇢ = 0: a flat profile. Van Dongen (2013) found that simply

penalizing this derivative led to profiles which came close to a stationary state,

but required a long time to fully reach it, which is unfavourable given the limited

timeframe of a shot. Instead, he demonstrated that the term

Jss =
����
�|| [Upl(tf , ⇢)� Upl(tf , ⇢max)]

����2
Wss

(4.2)

avoided this issue. Here �|| is the conductivity of the plasma for currents parallel

to the magnetic field.

23
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A more stringent characteristic is the steady-state, which could in theory per-

mit continuous operation to replace shots (Freidberg, 2007). This state is achieved

when the entire Upl profile is zero, again at the end of the ramp-up. Thus the

loop-voltage itself is simply penalized:

JUpl
= ||Upl(tf , ⇢)||2WUpl

(4.3)

As an alternative to full steady-state operation, the flat-top phase can be ex-

tended by reducing the load on the external coils used to drive the plasma current.

This is achieved by minimizing the flux consumed during the ramp-up

J OH = � 

2
OH(tf ) (4.4)

with � OH(t) defined as in Eq. (2.6).

One final term involves the ratio of the of magnetic shear to safety factor, s/q,

as follows. A type of turbulence known as Ion Temperature Gradient (ITG) turbu-

lence prevents the normalized ion temperature gradient, |rTi|/Ti, from increasing

beyond a certain threshold. It is preferable to increase this threshold near the edge

of the plasma so that Ti can increase more sharply near the edge, allowing more

energy to be confined within the bulk of the plasma. Citrin et al. (2010) demon-

strated that since |rTi|/Ti ⇠ 1 + s/q, and since the outer region of the plasma

contributes more to volume integrals, maximizing the volume averaged s/q (or,

equivalently, minimizing �s/q) implies a high ITG turbulence threshold near the

edge and therefore improved confinement. Van Dongen (2013) thus defines the

term to minimize as

Js/q = �
Z

s

q

dV = �
Z
@V

@⇢

s

q

d⇢ (4.5)

The second definition including @V/@⇢ is useful since profiles are generally func-

tions of ⇢ and @V/@⇢ is output by RAPTOR predictive simulations. This term is

minimized for low, broad q profiles which rise sharply near the plasma edge.

With these di↵erent terms defined, an overall cost function can be constructed

with relative weights ⌫ given to each term:

J = ⌫Upl
JUpl

+ ⌫ssJss + ⌫ OHJ OH + ⌫s/qJs/q + . . . (4.6)

Clearly this cost function generalizes simply by adding other terms. Note that the

Ji are not, in general, of the same order of magnitude, so the ⌫i must be chosen

wisely to produce the desired relative importance in the cost function.
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4.1.1 Unconstrained Optimization Example

To demonstrate the behaviour of the cost function and the search for a minimum,

a simple unconstrained example will be presented. The trajectory will be based on

Fig. 3.3, and the L-mode model will be used (Sec. 3.2). The plasma current will be

fixed at the initial and final time, parameterized by two time knots (t1 = 4.0 s and

t2 = 8.0 s), and interpolated linearly between the knots. The trajectory is thus

specified by

p = [0.85 MA, Ip1, Ip2, 2.5 MA]

T
(4.7)

corresponding to time knots of 1.5 s, 4.0 s, 8.0 s, and 12.0 s.

The cost function will consider only JUpl
and J OH :

J = J OH + ⌫Upl
JUpl

(4.8)

Note that only one weight ⌫ is needed since only the relative sizes of the terms

is of consequence. Since there are only two changing parameters involved, it is

possible to simply scan the parameter space within a certain region and examine

the properties of the cost function and its terms there.

Contour plots of the two terms are displayed in Fig. 4.1. From visual inspection,

JUpl
appears to be largely insensitive to Ip at t1 (Ip1), but favours high current at

t2 (Ip2). J OH seems to be minimized for high Ip1 and Ip2 ⇡ 2 MA. Summing these

two terms will clearly yield a minimum with high Ip1, but the value of Ip2 will be

strongly influenced by the choice of ⌫Upl
. In particular, for increasing importance

of JUpl
, we expect increasing Ip2 and slightly decreasing Ip2 induced by the edge of

the explorable parameter space.

Performing optimizations for values of ⌫Upl
ranging from 0 (no importance of

JUpl
) to 1000 (high importance) yields the optimal points in Fig. 4.2. All of these

points used the nominal trajectory of Fig. 3.3. The expected behaviour is observed:

Ip2 rises with increasing emphasis on JUpl
, while Ip1 decreases to avoid the inacces-

sible region. Visual inspection confirms that the ⌫Upl
= 0 point indeed corresponds

to the minimum of the J OH contour, further suggesting that the optimization

routine is behaving as expected.
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Figure 4.1: The contours of the two cost function terms considered, with
the highest value of each term in red and the lowest in blue. The white
area is inaccessible; the simulation crashes at those parameter values (see
Sec. 4.2.1).
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4.2 Constraints

Although unconstrained optimization may yield interesting results, these are often

unattainable in a tokamak or undesirable for reasons not considered in the opti-

mization, e.g. stability considerations. It is thus necessary to constrain optimiza-

tions to keep them within physically acceptable limits. This section will address

both constraints on the actuator trajectories and constraints on the plasma state

itself.

Maximum current Ip  5 MA

Minimum current Ip � 0.05 MA

Fastest current

ramp

���dIpdt

���  0.5 MA/s

Maximum NBI

power per

actuator

PNBI  12 MW

NBI engaged only PNBI(t) = 0 8 t

above minimum such that

mean density n̄(t)  2⇥ 10

19
m

�3

L-mode operation PNBI  5 MW

H-mode operation PNBI � 5 MW

Table 4.1: The trajectory constraints at JET.

Constraints on the trajectories

are simple to implement, since

fmincon accepts both equality and

inequality constraints on the free pa-

rameters (see Sec. 2.6). The trajec-

tory constraints at JET are given in

Tab. 4.1. JET can deliver a total of

24 MW of NBI power, up to 12 MW

per actuator in this model. To

prevent shine-through

1
, the neutral

beams can only be engaged when the

mean density n̄ is above 2⇥10

19
m

�3
.

Although the density is part of the

plasma state, it is possible to imple-

ment the minimum density condition

as a trajectory constraint here be-

cause the density is prescribed for the duration of the shot. This allows the

pre-selection of a time at which NBI power is first allowed. The auxiliary power

threshold to induce L-H transition was taken to be 5 MW.

Constraints on the plasma state (which is described here by the quantity x(t))

are typically expressed in the form ci(t, x(t))  0. However, this implies one con-

straint per time step used in the optimization, which is very ine�cient. Instead,

we integrate over time to get a more reasonable constraint expression:

Ci =
✓Z tf

t0

[max(0, ci(t, x(t)))]
2
dt� ✏

◆
 0 , ✏ > 0 (4.9)

where ✏ is a small relaxation of the constraint (Felici, 2011). Now each condition

can be simply described by one constraint Ci < 0.

1The minimum density allowed is specified in the JET Facility Operation Instructions and
depends on e.g. the desired NBI pulse length and beam energy; the value given here is an average
value for long NBI pulses and standard settings (G.M.D. Hogeweij, private communication, April
1, 2014).
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The most important state constraint for this project is the constraint q > qlim

(or equivalently, ◆ < ◆lim = 1/qlim), which ensures that sawtooth action is elimi-

nated. Following Felici (2011), we define c◆<◆lim as

c◆<◆lim(t, x(t)) =

Z ⇢max

0

max(0, (◆(⇢, t)� ◆lim))d⇢ (4.10)

The state constraint is then given by

C◆<◆lim =

✓Z tf

t0

c◆<◆lim(t, x(t))
2
dt� ✏

◆
 0 (4.11)

It was not necessary to take the maximum in C◆<◆lim since c◆<◆lim(t) was defined to

be non-negative.

4.2.1 Constrained Optimization Example

The unconstrained optimization example in Sec. 4.1.1 was very unrealistic, even

for modest constraints. To demonstrate the e↵ects of both trajectory and state

constraints, the trajectory constraints of Tab. 4.1 will now be enforced, along with

requiring q(⇢) > 0.95 8 ⇢. It can be seen directly from the axes of Fig. 4.2 where

the trajectory constraints are violated. From Eq. (4.7), the plasma current was

fixed at 0.85 MA at t = 1.5 s. Since |dIp/dt|  0.5 MA/s, it is clear that Ip1 (at

4.0 s), cannot exceed 2.1 MA. Similar reasoning yields that Ip2  4.5 MA and

Ip2  (Ip1 + 2 MA).

The state constraint, by contrast, is completely unclear from the figures pre-
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sented so far. A simulation must be run at each of the scanned points in parameter

space to determine whether or not the constraint is violated. The results of these

simulations are presented in Fig. 4.3. All the optimal points found in the un-

constrained example are not only undesirable, they are unattainable at JET. The

inaccessible white-space, where the simulation crashed, is far outside the bound-

aries of what JET could ever achieve, so instability of the software there is not a

concern.

Performing optimizations of J (Eq. (4.8)), with ⌫Upl
ranging from 0 (low im-

portance of JUpl
) to 1000 (high importance) and including constraints, yields the

results in Fig. 4.4a. For ⌫Upl
 480, the e↵ects of the constraints are clearly visible:

all of these variations of the cost function yield the same minimum, which sits at

the edge of constraint violation. We say that the constraints are active here. These

points correspond to trajectories which ramp the plasma current at the maximum

rate possible, and which produce a plasma with a minimum q approaching 0.95.

For ⌫Upl
= 700 and 1000, the minimum begins to depart from the earlier points.

These very high weights of JUpl
attract the minimum upwards strongly enough to

begin moving along the border of the region violating q > 0.95. At these points,

the trajectory constraints are no longer active, only the state constraint. The

corresponding trajectories do not push JET’s current ramp limits, but they do

have minimum q values approaching 0.95.
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4.3 Time Knots and Sensitivity

One of the major concerns when performing an optimization is the existence of

local minima in the cost function. With such a complex problem some local min-

ima presumably exist in which the optimization may become ‘trapped’. To lower

the chances of this situation occurring, we will follow the procedure of Van Don-

gen (2013), increasing the number of free parameters (time knots) per trajectory.

Each consecutive set of knots will contain the previous set, so that if the previous

trajectory was indeed optimal, then the next trajectory has the option to return

to that case.

Increasing the number of free parameters (nf ) has the e↵ect of changing the

sensitivity of the optimal trajectory to the transport model used. Since models

are never exact, it is important that a small perturbation in the model produces

a small change in the discovered optimal trajectory. To probe this e↵ect, we will

optimize the cost function

J = Js/q + ⌫ssJss (4.12)

for ⌫ss = 5⇥ 10

6
. For each nf the sensitivity to the model is probed by perturbing

the Bohm/gyro-Bohm transport model coe�cients (see Sec. 2.3) by a factor:

 
c

pert
e,b

c

pert
e,gb

!
= Cpert ⇥

 
ce,b

ce,gb

!
, 0.9  Cpert  1.1 (4.13)

The cost-function is then re-calculated using various values of Cpert. The spread

of these points is an indication of the sensitivity of the optimization to the specific

model used.

It was expected that a more complex problem would result in optimal trajec-

tories which were more sensitive to initial conditions; to explore the ‘worst-case’

(most sensitive) scenario as an example, the analysis was performed on an opti-

mization of the H-mode ramp-up. Recall from Sec. 3.3 that this ramp-up has three

actuator trajectories: the plasma current, and both on- and o↵-axis NBI power.

Taking into account the error analysis of the trajectories in Fig. 3.3 and 3.5

(reproduced in Fig. 4.6), in particular the divergence of the CRONOS and RAP-

TOR temperature profiles after the last NBI power step at 11.0 s, the last part of

the trajectory was discarded. All H-mode optimizations will thus run from 1.5 s

to 11.0 s after plasma breakdown. It is clear from the large steps in the NBI tra-

jectories that at least 4 time knots will be required: 1.5 s (the initial time), 4.0 s

(first NBI step), 8.1 s (second NBI step), and 11.0 s (final time), so nf � 4. The
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additional time knots were added in the following sequence:

tadd[s] = [6.0, 10.0, 9.0, 5.0, 7.0, 2.75] (4.14)

The results of the perturbations are displayed in Fig. 4.5, along with the relative

spread, defined by

Relative Spread =

std(J)

|J0|
(4.15)

where std(x) is the standard deviation of x and J0 the unperturbed J value ob-

tained from optimization. It is clear that the optimal choice in this case is 6 time

knots:

tknots[s] = [1.5, 4, 6, 8.1, 10, 11] (4.16)
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Figure 4.5: Post-optimization cost function values for a perturbed trans-
port model (see text for specific time knots used in each case). In this case,
6 time knots resulted in a low optimized J value and a low relative spread.

4.4 Results and Discussion

A sample of full optimizations will be presented. The cost functions explored are

not exhaustive, however the method is easily adapted to any cost function which

may be desired at a later time. The first optimization will be based on the H-mode

shot 83224 and the optimization process will be explained in detail. By way of

comparison, a similar optimization will then be discussed for the L-mode (shot

83223) case.

4.4.1 Stationary State vs. s/q in H-mode

In this section an optimization of the stationary state condition (flat Upl profile) and

s/q will be explored. The same cost function as in the sensitivity analysis of the
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previous section (Eq. (4.12)) will be used with ⌫ss 2 {0, 101, 102, 103, 104, 105},
such that J ranges from pure Js/q to domination by Jss.
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As the nominal case, the trajecto-

ries of JET shot 83224, used in the H-

mode benchmark (Sec. 3.3), were used

as a basis for piecewise-defined nom-

inal trajectories with the appropriate

time knots. The plasma current was

chosen to be piecewise linear, and the

NBI powers piecewise constant. Least

squares fitting led to the nominal tra-

jectories in Fig. 4.6.

Examining each term in the cost

function after optimization in Fig. 4.7,

it is clear why such a wide range of ⌫ss

values was needed: with respect to ⌫ss,

Js/q changes at a comparable rate to

the logarithm of Jss. The profiles cor-

responding to these J values are dis-

played in Fig. 4.8. As expected, the

pure Js/q case resulted in a low, broad

q profile, and therefore, more visibly, a

high, broad ◆ profile (recall ◆ ⌘ 1/q).

It can be seen that this came at the

expense of stationarity: the Upl profile

varies greatly in ⇢. However, a signifi-

cant degree of stationarity can be recov-

ered with even a modest (⌫ss = 100) in-

clusion of Jss in the cost function with-

out completely sacrificing the broad q profile. Indeed, even when the primary goal

of the optimization is stationarity, a significant improvement in s/q can be achieved

over the nominal case.

The trajectories which produced the optimized profiles are displayed in Fig. 4.9

and 4.10. Intuitively, the intermediate (⌫ss = 100) case falls between the two ex-

treme cases in the Ip and total PNBI trajectories. A large current overshoot coupled

with high final PNBI appears to maximize s/q, with these features becoming in-

creasingly moderate as Jss gains importance. However, the intermediate case does

not fall between the two extremes for the individual NBI trajectories. Here the

only obvious pattern appears to be an increasingly o↵-axis NBI source towards
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between the two extremes for Ip and for the total NBI power. The L-H
transition (requiring at least 5 MW total NBI power) was at 4.0 s.
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Figure 4.10: Proportion of o↵-axis power used in Fig. 4.9. Here ⌫ss = 100
does not fall between the two extreme cases. Note that these curves only
begin at t = 4.0 s since before that time PNBI = 0.
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the end of the ramp-up for both optimization goals. This apparent lack of pattern

may suggest some degeneracy in the trajectory parameter space, i.e. more than

one set of trajectories may exist which will produce a similarly optimal result. The

design of fmincon allows for the visual tracking of the optimization process, and

for ⌫ss � 100 the optimization did not find an actual minimum, instead probing a

variety of trajectories which produced very similar cost function values. The fact

that this is possible further suggests some sort of degeneracy.

The additional freedom provided by this degeneracy suggests the possibility

of minimizing an additional cost function term without significantly altering the

values of the previously optimized terms. A good candidate term to add would be

ohmic flux consumption, such that the optimized conditions could be maintained

for longer during the flattop phase. This optimization has not yet been carried out

due to time constraints.

4.4.2 Stationary State vs. s/q in L-mode

To enable comparison, the stationarity vs. s/q cost function will also be optimized

in L-mode, using JET shot 83223 from Sec. 3.2 as the nominal case. This shot

relied purely on ohmic heating, using only the Ip trajectory from Fig. 4.6. However,

it was found that in L-mode, pure ohmic heating was incapable of satisfying the

q > 1 constraint within the operational limits imposed by the trajectory constraints

in Tab. 4.1 (though q > 0.95 was found to be feasible in Sec. 4.2.1). This e↵ect is

of course cost function independent. To overcome this, some freedom in the NBI

power was introduced into the optimization: instead of requiring PNBI = 0, the

less restrictive constraint PNBI  5 MW was imposed. This keeps the total NBI

power below the assumed L-H transition threshold power, validating the choice to

keep the simulation in L-mode.

The cost function weights explored were the same as those in the H-mode case of

Sec. 4.4.1. Optimization results are displayed in Fig. 4.11 - 4.13. Compared to the

H-mode case, it is clear that in L-mode the results are less optimal: the ◆ profiles

are lower and narrower, and the Upl profiles are less flat. In fact, for ⌫ss > 10,

the overall results are actually worse than the nominal case. This is because of

the q > 1 constraint, the satisfaction of which takes priority over optimization.

Since the nominal case violated this constraint (the nominal ◆ profile in Fig. 4.11

is visibly higher than 1), the obtained results are more stable, but less optimal as

determined by the cost function.

In the optimized trajectories, an overshoot is again observed to improve con-

finement via s/q. There does not appear to be a clear trend in the NBI trajectories,

other than o↵-axis power being heavily favoured. The favouring of o↵-axis power



36 Chapter 4. Optimization

0 0.2 0.4 0.6 0.8 1
0.2

0.4

0.6

0.8

1

1.2

ι ≡ 1/q at t
f

ρ

ι

 

 

Nominal
ν

ss
 = 0

ν
ss

 = 102

ν
ss

 = 105

0 0.2 0.4 0.6 0.8 1
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

U
pl

 at t
f

ρ

U
p
l [

V
]

Figure 4.11: Resultant profiles at the final time for a selection of ⌫ss values.
Nominal case corresponds to Ip trajectory in Fig. 4.6, and zero NBI power.
Optimized cases correspond to to Fig. 4.12 and 4.13.
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Figure 4.12: Optimized Trajectories. The intermediate (⌫ss = 100) case is
not in general between the two extremes for either Ip or PNBI .
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Figure 4.13: Proportion of o↵-axis power used in Fig. 4.9. Again, ⌫ss = 100
does not fall between the two extreme cases. Note that these curves only
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is likely influenced by the q > 1 constraint. Since the neutral beam systems also

drive some current (see Fig. 3.2), these optimizations seem to be using the NBI to

drive more o↵-axis current. The lower current density in the centre of the plasma

leads to a higher q there, helping to satisfy the constraint.

It is again observed that some degeneracy may exist, as the intermediate

⌫ss = 100 trajectory falls outside of the two extreme cases. In these results, this

e↵ect is observed in all 3 of the trajectories.



5 Conclusion

The manner in which a plasma is heated during the ramp-up phase of a tokamak

discharge can have e↵ects lasting long into the shot. Heating actuators, whose

trajectories are typically simply chosen by operators, can help to improve the

conditions for fusion in a tokamak, with this project focusing on JET. Instead

of expensive experiments, various actuator trajectories are explored via numerical

optimization.

The option of using automated optimization techniques on tokamak discharge

simulations has only recently become available thanks to the new, high speed

RApid Plasma Transport simulatOR (RAPTOR). RAPTOR’s high speed makes

the simulation of hundreds of ramp-ups with similar trajectories feasible, at the

cost of decreased accuracy. To ensure that optimization would produce meaningful

results, RAPTOR simulations are first benchmarked against similar simulations

from the more complete CRONOS suite of codes.

Analysis of the simulation in Chap. 3 results reveals good agreement between

RAPTOR and CRONOS for the majority of the simulation in both L-mode (uti-

lizing only ohmic heating via the plasma current) and H-mode (which additionally

includes neutral beam heating). One notable di↵erence between the outcomes is

the enhanced flattening of RAPTOR’s loop voltage profiles at the end of the ramp-

up. Since this behaviour is to be expected, it is concluded that this is more likely

an issue in CRONOS than in RAPTOR, and thus the RAPTOR model is deemed

su�cient to produce meaningful results. This result lends confidence to the quality

of RAPTOR’s actuator simulation and the validity of its underlying assumptions.

Optimization is performed by defining a cost function, which evaluates the

plasma state after the ramp-up for a given set of actuator trajectories. By making

small changes to the trajectories and iterating, moving towards a minimum of the

cost-function, the automated SQP optimization routine in Matlab seeks out the

best trajectories. Cost function terms are defined in Sec. 4.1 to seek out a stationary

or even steady state, improve confinement by influencing Ion Temperature Gradient

driven turbulence, or minimize ohmic flux consumption.

Constraints to the optimization are implemented in two ways in Sec. 4.2. The

first is direct constraints on the trajectories based on operational limits of JET,

38
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including limits on the plasma current and its rate of change, maximal NBI power,

minimum density to prevent NBI shine-through, and the requirement to stay above

or below the L-H transition power threshold. The state of the plasma itself may

also be constrained, in particular by requiring the safety factor to remain above 1

to avoid the sawtooth instability. Time knots for the optimization are chosen in

Sec. 4.3 to minimize dependence on the semi-empirical transport model while still

achieving significant improvement in the cost-function.

Optimization of a two-term cost function seeking out improved confinement and

stationarity with varying degrees of relative importance is carried out in Sec. 4.4.

In H-mode, a large current overshoot and high NBI power is observed to improve

confinement, while stationarity requires more moderation in these trajectories.

Similar results for the plasma current are obtained in L-mode, but the NBI power

usage shifts to focusing on maintaining q > 1 via the NBI o↵-axis current drive. In

both cases, some degeneracy in trajectory space is observed: optimized trajectories

for intermediate importance of the cost function terms do not simply fall between

the results for cost functions where one term dominates, suggesting that there are

multiple trajectories which can produce similar results. This implies that more

cost function terms could be added to exploit this extra freedom, though this work

has not yet been carried out.

The success of this automated optimization method in discovering actuator

trajectories which result in more ideal plasmas within given constraints suggests a

bright outlook for this new area of research. The e�ciency of the technique – one

optimization typically takes less than 10 minutes on a standard laptop – makes it

an ideal way to discover new trajectories which tokamak operators may not think of

manually. To further explore the possibility of this becoming a more widely adopted

technique, the results of RAPTOR simulations should be tested for validity, first by

inputting the optimal trajectories into a more complete simulation like CRONOS,

and then, assuming that the improvements are maintained, by testing the new

trajectories on JET itself. With this added experimental validation, it would not

be hard to imagine helping to meet future plasma requirements for fusion using an

automated optimization method.
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